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Abstract: Pairwise learning refers to a learning task which involves a loss function depending on pairs of 
examples, among which most notable ones include bipartite ranking, metric learning, minimum entropy 
error and AUC maximization.  Online learning algorithms consider one instance each time to update the 
model sequentially, which make them amenable for streaming data analysis.  However, most of such 
algorithms focused on the pointwise learning problems such as classification and regression.  A specific 
challenge in developing and analysing online pairwise learning algorithms is that their objective function is 
usually defined over pairs of instances which is quadratic in the number of instances. In this talk, we study 
Learning Theory for online learning algorithm for pairwise learning in an unconstrained setting of a 
reproducing kernel Hilbert space (RKHS). We present convergence analysis for these algorithms in both 
regularized and un-regularized settings. The above general online algorithms require to store previous 
examples which is not memory efficient.  We show that, for AUC maximization and bipartite ranking, one 
can develop a truly online learning algorithm for which the space and per-iteration complexities only 
depend linearly on one datum. The key idea behind this is a novel formulation of AUC maximization as a 
stochastic saddle point problem. 
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